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Abstract Data mining is crucial for extracting patterns and valuable insights from extensive datasets, utilizing 

artificial intelligence and advanced data analysis techniques across various domains. Diabetes, a metabolic 

disorder characterized by elevated blood glucose levels, poses significant health risks, including cardiovascular 

and renal complications if untreated. Data mining plays a pivotal role in exploring and predicting diabetes by 

identifying high-risk populations, thereby enabling early intervention strategies such as lifestyle modifications 

and timely treatment initiation. 

Analyzing comprehensive datasets encompassing diabetes-related factors such as weight, blood pressure, blood 

glucose levels, and genetic predispositions data mining constructs predictive models to assess risks and 

implement targeted interventions. In a comprehensive study involving 768 cases (268 positive and 500 negative) 

Logistic Regression achieved 70% accuracy, with a recall of 57% and an F1 score of 0.63 , Naive Bayes 

(GaussianNB) achieved 68% accuracy, with a recall rate of 54% and an F1 score of 0.61, Decision Tree 

Classifier achieved 66% accuracy, with a recall rate of 62% and an F1 score of 0.64 , Random Forest achieved 

70% accuracy, with a recall rate of 59% and an F1 score of 0.64 , XGBClassifier achieved 66% accuracy, with 

a recall rate of 58% and an F1 score of 0.62. 

The analysis underscores a trade-off between precision and recall, particularly in classifying high-risk diabetes 

cases. High precision reduces false positives but may lower recall, potentially missing true positive cases. 

Conversely, emphasizing recall may increase false positives. Achieving a balance between these metrics is 

critical for effective diabetes prediction and tailored healthcare strategies This abstract encapsulates the pivotal 

role of data mining in diabetes research, emphasizing its impact on predictive modeling and healthcare decision 

making. 
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I. INTRODUCTION 

prediction of diabetes is a crucial aspect of proactive healthcare and disease management. Many studies 

and techniques have focused on predicting and preventing diabetes, as well as its associated complications. The 

research problem lies in data quality. This factor indicates that the data used in the study may be insufficient or 

Inaccurate, which could negatively affect the accuracy and validity of the study results. Data analysis. This 

factor indicates that the data analysis process may be complex and requires experience in data mining and 

statistical techniques to ensure accurate conclusions. Selecting important variables. This factor indicates 

difficulty. Identifying the main factors that affect the prediction of diabetes correctly, which can affect the 

accuracy of prediction models. Interpreting the results. This factor indicates the challenges that the researcher 

may face in interpreting the results and understanding the relationships between variables, especially if there are 

multiple influences. Controlling the variable factors. This factor indicates that there are other unstudied factors 

that may affect the results of the study, making it difficult to achieve high accuracy in predictions. Reliance on 
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prediction models. This factor indicates that the results of prediction models may not be accurate enough to rely 

on in making medical decisions properly Crucial. 

The research deals with the field of data analysis. Sections include interpretive data analysis, which is 

the process of interpreting and analyzing the collected data to understand the meanings and trends inherent in it. 

Identifying the relationships between variables. This section includes studying the relationships and effects 

between different variables and how they affect each other. Identifying the influencing factors. This section 

focuses on identifying Factors that may affect the phenomena or phenomena studied, evaluating graphical 

models. This section includes evaluating statistical or mathematical models that are used to represent and 

analyze data. Evaluating the performance of the models. This section includes evaluating the efficiency and 

accuracy of the models used in analyzing the data. Clarifying and discussing the results. This section includes 

explaining and interpreting the results. Extracted from the analysis and discussion around it, comparing the 

results with previous literature: This section includes comparing the results extracted from the research with 

previous studies and research in the same field, explaining the importance of the results. This section focuses on 

explaining the importance and impact of the results on the academic field or society in general. 

Data analysis can effectively pinpoint diabetes risk factors and predict the probability of developing the 

condition. By scrutinizing variables such as pregnancies, glucose levels, blood pressure, skin thickness, insulin 

levels, BMI, and the influence of diabetes-related genetic markers, valuable insights and probabilistic models 

can be extracted from comprehensive datasets. These insights reveal critical trends, relationships, and patterns, 

empowering informed strategic decisions in various domains. This process involves data preparation, model 

creation, evaluation, and application of results in practical settings. In the healthcare sector, data mining offers 

numerous advantages including enhancing treatment targeting and patient outcomes, improving the management 

and prevention of chronic diseases, discovering new trends in public health, enhancing the efficiency of 

healthcare services, reducing costs, optimizing resource utilization, and enhancing decision-making processes 

within healthcare institutions. 

II. Literature Review 

Data mining techniques can enhance patient care and improve healthcare delivery by enabling 

predictive analytics. By analyzing large datasets, patterns can be identified to predict outcomes, such as a 

patient's risk of readmission or identifying at-risk populations. This proactive approach allows healthcare 

providers to intervene early, design treatment plans, and allocate resources effectively. Implementing data 

mining strategies improves patient care and the efficiency of health operations. In the healthcare sector, these 

techniques are crucial for improving the quality of care and making accurate, evidence-based decisions. By 

analyzing health data, significant patterns and vital information can be discovered and used for decision-making. 

Data mining plays a vital role in identifying and detecting diseases, aiding researchers in developing effective 

health policies, and creating recommendation systems and patient health profiles. Additionally, these 

technologies contribute to better disease management, predicting health developments, reducing unnecessary 

spending, and enabling informed health decisions. In the healthcare sector, they play a crucial role in improving 

disease management and making precise health decisions. By analyzing healthcare data, important patterns and 

vital information can be identified for decision-making processes. These technologies help identify and detect 

diseases, aid researchers in developing effective healthcare policies, and create patient health profiles.  

III.  History of Data Mining 

Data mining has developed into a distinct specialty within the fields of artificial intelligence and 

knowledge engineering. The origin of this discipline dates back to the late 1980s when these terms began to 

attract attention within the research community. Initially, there was some confusion in the definition of data 

mining, but it can be broadly described as a set of mechanisms and techniques implemented in software to 

uncover information hidden in data. Data extraction is not limited to SQL queries; Rather, it involves extracting 

valuable insights from data. 

One important aspect of data mining is its application within a broader process called knowledge 

discovery in databases, where it focuses on discovering hidden information. This subprocess includes data 

preparation, analysis, and visualization of results. Over time, the scope of data mining has expanded to include 

broader areas of non-traditional data such as images, documents, videos, graph and network data. 

These technologies saw increased demand during the 1990s as a result of technological advances in 

computer processing power and data storage capabilities. This development has led to the emergence of 

http://www.jiemar.org/


Journal of Industrial Engineering & Management 
Research Vol. 6 No. 2 

http://www.jiemar.org 
e-ISSN : 2722-8878 

 

 
 

27 

 

dedicated conferences and increased interest in massive data mining. Data mining techniques have their 

foundations in the fields of machine learning and statistics, with a strong focus on pattern extraction, clustering, 

and classification. Pattern mining in this field involves identifying recurring patterns in data, such as customer 

purchasing patterns or time trends. Clustering aims to group data into categories based on similarity, while 

classification creates classifiers to classify unseen data into pre-defined groups. These techniques have found 

applications beyond traditional tabular data mining, including text mining, image mining, and graphs, where 

they play a critical role in various fields by providing a wide range of techniques for extracting valuable insights 

from different types of data. This field is expected to witness further development, especially in dealing with 

ever-increasing and diverse datasets, as well as enhancing post-processing tasks such as visualization and 

annotation generation. 

IV. Reviewing past literature 

The study by Cut Fiarni et al (2019) focuses on analyzing and predicting diabetes complications in 

Indonesia using data mining algorithms. Techniques such as C4.5, Naive Bayes, and k-means clustering were 

employed to analyze the dataset and predict the three main diabetes-related complications. The research aims to 

develop a predictive model and identify key factors linked to these complications. Findings revealed that 

significant risk factors include high blood pressure for retinopathy, disease duration over four years for 

nephropathy, and body mass index for neuropathy. The study also demonstrated the effectiveness of the analysis 

techniques in generating predictive rules for diabetes complications. 

In a study conducted by Ahed J. Al-Khatib, published in 2020, the primary objective was to predict 

type 2 diabetes using neural network analysis and assess the significance of various risk factors associated with 

the disease. The findings demonstrated that the model achieved prediction accuracies of 78.3% for training data 

and 76.9% for testing data. Glucose levels, BMI, diabetes pedigree function, number of pregnancies, age, blood 

pressure, insulin levels, and skin thickness emerged as the most influential predictors of diabetes . 

Study by Muhannad Muhammad Al-Saleh (2022), the text deals with a study that aims to create a 

machine learning model that uses the Diabetes and the term This approach aims to understand why decisions are 

made by AI models and explain them in a way that can be understood by humans, through the use of techniques 

such as transparency, visualization and analysis. 

Lindong Zhang and Min Liu (2022). The study aimed to analyze the risks of developing diabetes and 

treatment patterns for diabetic patients using data mining techniques. The main objective was to develop a 

diabetes risk prediction model and explore medication patterns for diabetic patients. The study concluded that 

the joint prediction model of K-means and logistic regression showed promising results in predicting diabetes 

risk and analyzing medication use patterns. 

In a study conducted by K. Saravananathan and T. Velmurogan (2021), the research focused on 

analyzing clustering algorithms specifically k-Means and k-Medoids using diabetes data for disease prediction. 

The study compared the algorithms based on their execution count and runtime performance. Ultimately, the 

research concluded that the k-Means algorithm exhibited superior accuracy in predicting diabetes compared to 

the k-Medoids algorithm. 

V. Previous study methods. 

This section explains how previous research conducted by researchers in the same field was carried out, 

including a description of the processes used and the techniques that were applied, as well as the results reached 

in those previous studies. 

Table 1.Previous Study Methods 

Result accuracy The method of work Author Name 

overall accuracy 68% 

 

Naive Bayes, C4.5 and k-means data mining 
techniques. The study identified the main 

influencing factors for each of the three major 

complications of diabetes, namely 
retinopathy, nephropathy, and neuropathy 

 

Study by Cut Fiarni et 

al  .(9102)  

Prediction rate of 78.3% for training and 76.9% Using neural network analysis (SPSS) to Al-Khatib et al ( .9191)  
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for testing. predict type 2 diabetes using a dataset from 

Kaggle. 

A high-performance score of 0.99, indicating 

99% accuracy in distinguishing between 

diabetics and non-diabetics. Confusion matrix 

metrics included a precision of 97%, a precision 
of 0.981, a recall of 0.968, and an F1 score of 

0.974. 

An XGBoost classifier with Bayesian 

optimization was used to tune the 

hyperparameters. The SHAP technique was 

applied for global and local interpretability, 
revealing that polydipsia and polyuria were 

the largest contributors to the model 

predictions. 

 

Study by Muhannad 

Muhammad Al-Saleh 
(9199,)  

The accuracy of the prediction model is 90.7%. 

The model also demonstrated an accuracy of 

91.6%, recall of 96.4%, a Matthews correlation 
coefficient (MCC) of 75.2, and a receiver 

operating characteristic (ROC) area of 95.7. The 

kappa statistical value was determined to be 

75.2. 

Use data mining techniques to analyze 
diabetes risks and medication patterns for 

diabetics 

Lindong Zhang and 
Min Liu  (9199.)  

The k-Means algorithm achieved an accuracy of 

87%, while the k-Medoids algorithm achieved 

an accuracy of 80%. 

The study used k-Means and k-Medoids 

clustering algorithms to analyze datasets for 

diabetes and disease prediction. 

Saravananathan and T. 

Velmurogan.( 2021). 

 

The difference between previous studies and the currently proposed study. 

This research aims to diagnose diabetes in patients through exploratory data collection and analysis, 

then data modeling and evaluation. According to the study by Cut Fiarni and colleagues, the research focuses on 

analyzing and predicting diabetes complications in Indonesia using data mining algorithms. As for the study of 

Ahed J. Al-Khatib, the main goal was to predict type 2 diabetes using neural network analysis. Muhannad 

Muhammad Al-Saleh's study focuses on developing a machine learning model utilizing XAI (Explainable 

Artificial Intelligence) to provide interpretable and dependable predictions of diabetes. In contrast, K. 

Saravananathan and T. Velmurogan's research analyzes k-Means and k-Medoids clustering algorithms with 

diabetes data, aiming to predict disease trends and identify treatment patterns. 

VI. METHODS 

The methods section typically outlines the procedures and techniques used in a research study to collect 

and analyze data. It provides a detailed description of the research design, participants, materials, data collection 

methods, and data analysis techniques employed in the study. This section is crucial for understanding how the 

research was conducted and evaluating the validity and reliability of the study's findings Data mining in 

healthcare involves the application of various data mining techniques to extract valuable insights from 

healthcare data. The process includes disciplines like machine learning, artificial intelligence, probability, and 

statistics. Healthcare data mining employs diverse models such as predictive and descriptive models, supporting 

tasks like classification, association rules, clustering, and anomaly detection. Methods utilized include statistical 

analysis, discriminant analysis, decision trees, swarm intelligence, k-nearest neighbor, logistic regression, 

Bayesian classifiers, and support vector machines. 

 

a. Data source. 

The National Institute of Diabetes and Digestive and Kidney Diseases compiled data from the Pima 

Indian Diabetes Database, which consists of samples from a larger database with specific constraints. The 

dataset exclusively comprises female patients of Pima Indian descent who are aged 21 years or older. The data 

table used for predicting diabetes is depicted in Figure (1). 
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Figure 1 . Data used in the research. 

The details of the data used are integer numbers and numbers with a decimal point as shown in Table (2). 

Table 2. variables and attributes of the dataset. 

Data type Variable 

int64 Pregnancies 

int64 Glucose 

int64 BloodPressure 

int64 SkinThickness 

int64 Insulin 

int64 BMI 

float64 DiabetesPedigreeFunction 

float64 Age 

int64 Outcome 

 

 

The percentage of data used for infected and uninfected patients is as in Figure (2) 

 

Figure (2) The number of positive and negative states 
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A total of (768) data were collected, including (268) positive cases and (500) negative cases, as shown 

in the table (3) 

Table 3. percentages of values in the dataset. 

Percent (%) Total Outcome * 

35% 867 967 Positive 

65% 867 011 Negative 

 

b. Algorithms Used in The Research. 

Algorithms are sequential procedures or formulas used to solve problems or accomplish tasks, 

particularly in data mining and machine learning. They analyze data, derive insights from it, and make forecasts 

or decisions. In the realm of intrusion detection systems, algorithms such as k-means clustering scrutinize data 

patterns and group them based on similarities, playing a vital role in uncovering anomalies or malicious 

behaviors. In data mining, algorithms consist of a series of instructions or guidelines that guide a computer 

program in addressing a specific issue or executing a particular task. They are crafted to scrutinize data, identify 

patterns, and make forecasts or categorizations based on the provided data, and the following algorithms were 

used in the current proposed study. 

1. Random Forest (RF).  

The Random Forest algorithm, widely recognized for its effectiveness in handling classification and 

regression tasks, combines the outputs of multiple decision trees. During training, it generates a large number of 

decision trees, and the final output is determined either by the majority class (for classification) or the average 

prediction (for regression) of the individual trees. This ensemble method enhances accuracy and helps mitigate 

overfitting, making it a popular choice in various machine learning applications. In Python, the Random Forest 

algorithm can be implemented for both classification and regression tasks. 

2. Gaussian Naive Bayes (GaussianNB). 

 is a type of Naive Bayes method used in machine learning for classification tasks, especially when 

dealing with continuous or scalar features. It is based on Bayes' theorem and assumes that the presence of a 

particular feature in a category is unrelated to the presence of any other feature. In the case of Gaussian Naive 

Bayes, it specifically deals with continuous features and assumes that data features follow a Gaussian 

distribution. This makes it suitable for dealing with numerical data and is commonly used in various 

classification functions within machine learning algorithms. Gaussian Naive Bayes is implemented in Python 

where it can be used to build Classification models and training on them a simple probabilistic classifier based 

on applying Bayes' theorem with the "naive" assumption of independence between every pair of features. In the 

Gaussian Naive Bayes variant, it is assumed that the likelihood of the features is Gaussian (normal distribution). 

This classifier is commonly used for classification tasks, especially when dealing with continuous data. 

3. Classification Report Evaluation (RE). 

 A classification report is a key tool for assessing machine learning model performance. It provides a 

detailed summary of the model's performance by presenting important metrics such as precision, recall, and F1 

scores. These metrics are crucial for understanding the model's effectiveness in correctly identifying different 

classes within the dataset. Precision measures the accuracy of positive predictions, while recall indicates the 

proportion of actual positives correctly identified by the model. The F1 score, a harmonic mean of precision and 

recall, balances the two metrics. Overall, the classification report is invaluable for evaluating the classification 

model's ability to handle various categories and make accurate predictions. 

4. Decision tree or classification tree (DT). 
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is a learning technique used in statistics, data mining, and machine learning. This method is used to 

classify or predict outcomes using input variables. Decision trees are a form of predictive modeling that help to 

make decisions or find different solutions for specific outcomes. This method is widely used in tasks that aim to 

classify or predict outcomes using input data. 

5. Linear regression (LR)  

Linear regression is a statistical model designed to estimate the linear relationship between a dependent 

variable (response) and one or more independent variables (predictors). The goal of linear regression is to 

determine the best-fitting linear equation that represents the relationship between these variables. The model 

assumes that this relationship is linear, meaning that any change in the independent variables corresponds to a 

proportional change in the dependent variable. 

VII. RESULTS AND DISCUSSION. 

In this section, the study's results are presented and interpreted. The methods of data analysis are 

detailed using tables, figures, or statistical analysis. Following the presentation of results, the discussion section 

analyzes and interprets these findings, compares them to existing literature, and explains their significance. 

A. Exploratory Data Analysis. 

Exploratory Data Analysis (EDA) involves analyzing datasets to summarize their key characteristics, 

typically employing visual methods. Its primary aim is to uncover insights and patterns inherent in the data. 

formal modeling or hypothesis testing. It involves looking at the data from different angles, 

summarizing their main characteristics, and detecting patterns, anomalies, and relationships between ariables. 

Exploratory Data Analysis (EDA) is a crucial initial step in the data analysis process, as it aids in identifying 

patterns, testing assumptions, and guiding subsequent analyses. 

Figure (1) shows a strong relationship between BMI and skin thickness. The term "body mass index" 

(BMI) refers to a scale used to determine the percentage of body fat based on a person's weight and height. The 

figure shows that there is a strong relationship between BMI and skin thickness, indicating that the higher the 

BMI, the thicker the skin. BMI is commonly used to evaluate whether a person is underweight, normal weight, 

overweight, or obese. It also indicates that there is a relationship between glucose level and body mass index, 

Figure (3) also indicates that there is no “inverse relationship” between the score and other independent 

variables. An inverse relationship usually means that as one variable increases, the other decreases, and vice 

versa. 
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Figure 3. Exploratory Data Analysis: the relationship between two variables. 

In addition, the report notes that there is a "small association" between age and blood pressure, as well 

as between insulin and glucose level. Simple correlation indicates that there is a direct relationship between 

variables. 

   

Figure 4. calculate point biserial correlation (BMI VS Skin Thickness, Age VS Blood Pressure, Insulin 

VS Glucose) 
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Figure 4 indicates that there is a strong relationship between BMI and skin thickness, as it shows that 

people with a higher BMI often have less skin thickness. However, BMI can have a stronger relationship with 

the outcome related to health and fitness. Skin thickness can therefore be dropped as an independent indicator 

 

 
Figure 5. outliers Identification ( Glucose , BMI ). 

 

Glucose provides energy to the body once it is absorbed into the bloodstream. On the other hand, Body Mass 

Index (BMI) measures whether an individual is underweight or overweight relative to their height. It is 

calculated by dividing a person's weight in kilograms by their height in meters squared. 

 Extreme values are those that are far from the statistical mean of the sample, whether above the average 

(upper extreme) or below the average (lower extreme). It is necessary to identify outliers in glucose levels and 

BMI, as determining them based on the two most influential variables means we will identify values that are far 

from the average and significantly impact the results. 

From the figure (5) In statistics, an outlier is a data point that differs significantly from other observations in 

a dataset. Outliers can have a disproportionate influence on the results of statistical analysis, especially in 

regression analysis where they can heavily impact the estimated coefficients and predictions. 

'Glucose' and 'BMI' are two variables that are often considered influential in health and medical data 

analysis. In the context of a health-related dataset, identifying outliers in these variables is important because 

they can significantly affect the interpretation of the data and the conclusions drawn from it. Therefore, it is 

essential to check for outliers in 'Glucose' and 'BMI' to ensure that the analysis accurately represents the 

underlying patterns in the data and the process of removing outliers from the database used is Outliers are values 

that deviate from the statistical average of the data and are considered abnormal or unexpected the process of 

removing outliers aims to improve the accuracy and validity of statistical analyzes and results 

 

B. Data Modelling and evaluation. 

Model evaluation is the process of using different metrics to understand the performance of a machine 

learning model, as well as its strengths and weaknesses this includes evaluating whether the model is working as 

intended and understanding its predictive capabilities. In the context of data science, model evaluation often 

includes techniques such as cross-validation to evaluate a model's ability to generalize to new data. Data 

modeling and model evaluation are important because they enable efficient representation and evaluation of data 

and models. 
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Figure 6. Confusion Matrix. 

 

In Figure (6), the confusion matrix displays both actual and predicted values. True Positive occurs when 

both predicted and actual labels are positive, whereas False Positive happens when the model predicts a positive 

label incorrectly. These definitions similarly apply to True Negative and False Negative. The evaluation metrics 

we will explore are grounded in these definitions. First, we will discuss precision, which assesses the false 

positive rate. A high precision score signifies a low rate of false positives, determined by the proportion of true 

positive predictions to the overall positive predictions generated by the model. 

 

 
 

Recall, also known as sensitivity in Classification models, measures the proportion of correctly predicted 

positive values relative to all actual positive values. A score exceeding 0.5 is generally deemed satisfactory, 

indicating the model's effectiveness in identifying positive results. 

 

 
 

The F1-score is the harmonic mean of precision and recall in classification models. It holds greater 

significance than accuracy as it accounts for both false positives and false negatives. While accuracy is 

appropriate for balanced class distributions, the F1-score is particularly valuable for assessing performance in 

scenarios with uneven class distributions. 

 

 
 

Accuracy measures the proportion of correct predictions relative to the total number of observations. 

 

 
 

True Positive (TP): Indicates cases that were correctly predicted as positive. For example, in a diagnostic test 

for a particular disease, True Positive is when the patient is correctly predicted to have the disease. 

True Negative (TN): Indicates cases that were correctly predicted as negative. For example, in the same 

diagnostic test, True Negative occurs when a patient is correctly predicted not to have the disease. 

False Positive (FP): Occurs when a condition is incorrectly predicted to be positive even though it is in fact 

negative. For example, if there is an incorrect prediction that someone will have a disease when in fact they are 

not. 

False Negative (FN): Occurs when a condition is incorrectly predicted to be negative even though it is in fact 

positive. For example, if there is an incorrect prediction that someone will not have a disease when in fact they 

do 

Binary classification in the study, five binary classification models were used, namely Logistic Regression 
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Classification, Decision Tree Classifier, Random Forest, XGBClassifier, Naive Bayes, Prediction in this section 

to compare the ratings. 

 

 
 

Figure 7. Code Confusion Matrix (Logistic Regression, Naive Bayes,  

Decision Tree Classifier, Random Forest, XGBClassifier). 

 

The figure (8) presents the performance of different classifiers in terms of True Positive (TP), True Negative 

(TN), False Negative (FN), and False Positive (FP) rates.  

For the Logistic Regression classifier, the True Positive (TP) rate was 57.01%, the True Negative (TN) rate 

was 19.7%, the False Negative (FN) rate was 8.3%, and the False Positive (FP) rate was 14.9%. 

The Naive Bayes classifier had a TP rate of 56.5%, TN rate of 18.8%, FN rate of 8.7%, and FP rate of 15.7%.  

The Decision Tree Classifier showed a TP rate of 54.3%, TN rate of 21.4%, FN rate of 10.9%, and FP rate of 

13.15%.  

In the case of the Random Forest classifier, the TP rate was 56.5%, TN rate was 20.6%, FN rate was 8.7%, 

and FP rate was 14%.  

Finally, the XGBClassifier exhibited a TP rate of 54.8%, TN rate of 20.17%, FN rate of 10.5%, and FP rate 

of 14.5%. 

The classification report evaluates the quality of the classification model by providing metrics such as 

precision, recall, F1 score, and support for each class as in Figure (21). 
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Figure 8. Confusion Matrix (Logistic Regression, Naive Bayes, 

 Decision Tree Classifier, Random Forest, XGBClassifier). 
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Figure 9. Classification Report Evaluation. 

 

Accuracy measures the ratio of correctly predicted positive observations to the total predicted positives. 

Recall is the ratio of correctly predicted positive observations to all actual positive observations. The F1 score is 

the harmonic average of precision and recall, providing a balance between the two. Support refers to the number 

of actual occurrences of a class in the data set. These metrics provide insight into the performance of the 

classification model for each category, as shown in Table (3). 

 
Table 3. Logistic Regression, Naive Bayes, Decision Tree Classifier, Random Forest, XGBClassifier produced for the Classification 

models. 

 precision recall f1-score 

logistic Regression 
negative 1.82 1.78 1.70 

positive 1.81 1.08 1.60 

Naive Bayes 
negative 1.87 1.78 1.79 

positive 1.67 1.00 1.60 

Decision Tree 
negative 1.70 1.70 1.79 
positive 1.66 1.69 1.60 

Random Forest 
negative 1.71 1.78 1.70 

positive 1.81 1.02 1.60 

XGBoost 
negative 1.82 1.70 1.70 
positive 1.66 1.07 1.69 

 

Open-space ROC tools for practicing classification models, especially in binary classification 

economics. The ROC lights clearly represent the trade-off between true motor and correct motor rate, while the 

forest AUC metric exists to summarize model performance across all classification thresholds [39][41]. 

In evaluating a classification model, the Receiver Operating Characteristic (ROC) and Area Under the 

Curve (AUC) are important metrics. The ROC curve visually depicts the model's performance by plotting the 

true positive rate (sensitivity) against the false positive rate across various thresholds. A ROC curve that curves 

towards the upper left corner indicates that the model is effective, achieving high true positive rates while 

keeping false positive rates low. 
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Figure .10 Curve Display (Logistic Regression, Naive Bayes, Decision Tree Classifier, Random Forest, XGBClassifier). 

 

The database contains more negative results than positive ones, which can bias the classifier towards 

the negative class. The Area Under the Receiver Operating Characteristic (ROC) Curve, or AUC, measures the 

performance of a classification model. It evaluates how well the model can differentiate between two classes, 

providing insight into its effectiveness in distinguishing positive from negative outcomes. The AUC value 

ranges from 0 to 1, Performance improves as the AUC value approaches 1. ROC, which stands for Receiver 

Operating Characteristics, is a graph that illustrates the performance of a classification model as the threshold is 

varied. This graph shows the relationship between true positive rates and false positive rates. AUC and ROC are 
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valuable for comparing the performance of different classification models. AUC is an indicator of overall model 

performance, while the ROC curve demonstrates how performance changes with different threshold settings. (4). 

 
Table 4. ROC curve & AUC Logistic Regression, Naive Bayes, Decision Tree Classifier, Random Forest, XGBClassifier produced for 

the Classification models. 

Algorithm Classifier AUC 

logistic Regression 0.72 
Naive Bayes 0.71 

Decision Tree 0.73 

Random Forest 0.73 

XGBoost 0.71 
 

VIII. CONCLUSION. 

Class 0 contains a significantly larger number of cases than Class 1. The text indicates that data-driven models 

have difficulty correctly predicting cases of the minority class (Class 1), resulting in the precision, recall, and F1 

score for Class 1 being lower than Class 0. 

It is explained that increasing precision (reducing false positives) may lead to a decrease in recall (increasing 

false negatives) and vice versa and the text notes the importance of choosing classifiers that achieve higher 

recall for class 1 even if this comes at the cost of lower precision. 

(Class 0 and Class 1) refer to the two target classes in the data classification problem, where class 0 is the 

majority class and class 1 is the minority class. Accuracy is an assessment of the performance of a classification 

model, and is defined as the ratio of the number of correctly classified cases to the total number of cases. Recall 

is also known as with sensitivity, which is an assessment of the ability of the classification model to recognize 

all instances of the target category, the F1 score is a comprehensive measure of the performance of the 

classification model that takes into account both precision and recall. False positives and false negatives indicate 

instances of misclassification, where a false positive is the classification of a negative instance as positive. A 

false negative is the classification of a positive condition as a negative. 
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